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Geo-Redundancy Solution With Radware App Director







Solution 1 - Dynamic Routing -BGP Route injection

Prerequisites 
1. Radware Load Balancer will participate in the service provider routing protocol
2. Routes with different metric will be announced into service provider routing domain
3. Routes will be announced for Virtual IP which is common on both DC and DR
4. Radware Load balancer’s interface will become next hop for virtual IP
5. 3 IP subnets (need not be /24) are required for proposed architecture
             For Radware load balancer at DC
For Radware load balancer at DR
For Virtual IP common in DC and DR
6. Service provider should accept and announce /32 IP routes in their routing domain
7. Allowed protocol for above architecture are
1. RIP
2. OSPF
3. BGP
8. Service Provider gateway router should enable peering with Radware Load Balancer for routing protocol







We Will be requiring 3 different subnets.
For eg. 
1.LB1 interface ip 10.87.248.54, LB2 interface ip 10.87.248.102 (BOTH should be in different subnet) 
2.VIP must be same in both LB but must be in different subnet with LB interface IP's. in this case VIP on BOTH LB's is 10.87.248.36.
3. same VIP IS injected from both LB to Service provider Router in BGP.
4. Now Service Provider have to set the metric in B/w the two routes that are learned for same VIP from different LB's.
5. Metric for route towards primary site will be higher as compared to  Metric for route towards secondary site. This is the dependency on Service provider.
6. Service Provider should be agree to advertise network of /29, /30 and /32 subnet routes in their domain.
Configuration On BOTH LB's (PRIMARY & Secondary)
1. On Primary LB we need to add Local server and remote server on same server farm, Same   configuration on LB2,
2. Default route on primary LB and secondary LB which point towards customers edge router.

 FLOW.
Normal CASE Traffic comes on LB1 vip LB1-->will load balance to Servers on Primary site and also load balance to secondary site as well.---->from Secondary Site server reply will come back to primary site Load balancer Because of the Client NAT is used--->From LB1 to back to client
Case 1: LB1 Fails
Traffic will come on LB2 -->will load balance to servers on secondary site and primary site.
Case 2: Primary site goes down, But LB1 is UP
Traffic will come on LB1--->will load balance to servers on secondary site.
Case3: Secondary LB goes down.
Traffic will flow normal as in normal case.
Case 4: secondary site goes down but LB2 is UP
Traffic will come on LB1-->will load balance to server on primary site only.
Case 5: Primary complete site goes down (LB1 & Primary Servers)
Traffic will come on LB2 -->will load balance to servers on secondary site
Case 6 : secondary complete site goes down (LB2 & secondary Servers)
Traffic will come on LB1--->will load balance to servers on primary site only.
                            
                          Solution 2 -Static Routing
    Prerequisites:
1. Routes will be announced for Virtual IP which is common on both DC and DR
2. Radware Load balancer’s interface will become next hop for virtual IP
3. 3 IP subnets (need not be /24) are required for proposed architecture
1. For Radware load balancer at DC
2. For Radware load balancer at DR
3. For Virtual IP common in DC and DR
4. Service provider should accept and announce /32 IP routes in their routing domain




                  
Configuration On BOTH LB's (PRIMARY & Secondary)
1. On Primary LB we need to add Local server and remote server on same server farm, Same   configuration on LB2,
2. Default route on primary LB and secondary LB which point towards customers edge router.

Configuration on Customer's edge router
On both sites customer's edge router need to add static route for reaching LB VIP.
IF LB1 fails then manually route will be added to reach VIP on secondary site.

FLOW.
Flow will be same as on Dynamic routing,
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